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XC4000, XC4000A, XC4000H
Logic Cell Array Families

Product Description

Features

* Third Generation Field-Programmable Gate Arrays
— Abundant flip-flops
— Flexible function generators
— On-chip ultra-fast RAM
— Dedicated high-speed carry-propagation circuit
— Wide edge decoders
— Hierarchy of interconnect lines
— Internal 3-state bus capability
— Eight global low-skew clock or signal distribution
network

* Flexible Array Architecture
— Programmable logic blocks and I/O blocks
— Programmable interconnects and wide decoders

* Sub-micron CMOS Process
— High-speed logic and Interconnect
— Low power consumption

¢ Systems-Oriented Features
— |IEEE 1149.1-compatible boundary-scan logic support
— Programmable output slew rate
— Programmable input pull-up or pull-down resistors
— 12-mA sink current per output (XC4000 family)
— 24-mA sink current per output (XC4000A and
XC4000H families)

¢ Configured by Loading Binary File
— Unlimited reprogrammability
— Six programming modes

* XACT Development System runs on '386/'486-type PC,
NEC PC, Apollo, Sun-4, and Hewlett-Packard 700
series
— Interfaces to popular design environments like

Viewlogic, Mentor Graphics and OrCAD

— Fully automatic partitioning, placement and routing
— Interactive design editor for design optimization
— 288 macros, 34 hard macros, RAM/ROM compiler

Description

The XC4000 families of Field-Programmable Gate Arrays
(FPGAS) provide the benefits of custom CMOS VLSI, while
avoiding the initial cost, time delay, and inherent risk of a
conventional masked gate array.

The XC4000 families provide a regular, flexible, program-
mable architecture of Configurable Logic Blocks (CLBs),
interconnected by a powerful hierarchy of versatile routing
resources, and surrounded by a perimeter of program-
mable Input/Output Blocks (IOBs).

XC4000-family devices have generous routing resources to
accommodate the most complex interconnect patterns.
XC4000A devices have reduced sets of routing resources,
sufficient for their smaller size. XC4000H high 1/O devices
maintain the same routing resources and CLB structure as
the XC4000 family, while nearly doubling the available I/O.

The devices are customized by loading configuration data
into the internal memory cells. The FPGA can either actively
read its configuration data out of external serial or byte-
parallel PROM (master modes), or the configuration data
can be written into the FPGA (slave and peripheral modes).

The XC4000 families are supported by powerful and so-
phisticated software, covering every aspect of design: from
schematic entry, to simulation, to automatic block place-
ment and routing of interconnects, and finally the creation
of the configuration bit stream.

Since Xilinx FPGAs can be reprogrammed an unlimited
number of times, they can be used in innovative designs
where hardware is changed dynamically, or where hard-
ware must be adapted to differentuser applications. FPGAs
are ideal for shortening the design and development cycle,
but they also offer a cost-effective solution for production
rates well beyond 1000 systems per month.

Table 1. The XC4000 Families of Field-Programmable Gate Arrays

Device XC4002A 4003/3A  4003H  4004A 4005/5A 4005H 4006 4008 4010/10D 4013/13D 4020 4025
Appr. Gate Count 2,000 3,000 3,000 4,000 5,000 5,000 6,000 8,000 10,000 13,000 20,000 25,000
CLB Matrix 8x8 10x10 10x10 12x12 14x14 14x14 16x16 18x18 20x20 24x24 28x28 32x32
Number of CLBs 64 100 100 144 196 196 256 324 400 576 784 1,024
Number of Flip-Flops 256 360 200 480 616 392 768 936 1,120 1,536 2,016 2,560
Max Decode Inputs 24 30 30 36 42 42 48 54 60 72 84 96
(per side)

Max RAM Bits 2,048 3200 3,200 4,608 6,272 6,272 8,192 10,368 12,800* 18,432* 25,088 32,768
Number of I0Bs 64 80 160 96 112 192 128 144 160 192 224 256

*XC4010D and XC4013D have no RAM
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XC4000 Compared to XC3000A

For those readers already familiar with the XC3000A
family of Xilinx Field Programmable Gate Arrays, here is a
concise list of the major new features in the XC4000 family.

CLB has two independent 4-input function generators.
Athird function generator combines the outputs of the
two other function generators with a ninth input.

All function inputs are swappable, all have full access;
none are mutually exclusive.

CLB has very fast arithmetic carry capability.

CLB function generator look-up table can also be used as
high-speed RAM.

CLB flip-flops have asynchronous set or reset.

CLB has four outputs , two flip-flops, two combinatorial.

CLB connections symmetrically located on all four edges.

IOB has more versatile clocking polarity options.
IOB has programmable input set-up time:
long to avoid potential hold time problems,
short to improve performance.
IOB has Longline access through its own TBUF.
Outputs are n-channel only, lowerV  increases speed.
XC4000 outputs can be paired to double sink current to
24 mA. XC4000A and XC4000H outputs can each
sink 24 mA, can be paired for 48 mA sink current.

IEEE 1149.1- type boundary scan is supported inthe I/O.

Wide decoders on all four edges of the LCA device.

Increased number of interconnect resources.

All CLB inputs and outputs have access to most inter-
connect lines.

Switch Matrices are simplified to increase speed.

Eight global nets can be used for clocking or distributing
logic signals.

TBUF output configuration is more versatile and 3-state
control less confined.

Program is single-function input pin,overrides everything.
INIT pin also acts as Configuration Error output.

Peripheral Synchronous Mode (8 bit) has been added.

Peripheral Asynchronous Mode  has improved hand-
shake.

Start-up can be synchronized to any user clock (this is a
configuration option).

No Powerdown, but instead a Global 3-state input that
does not reset any flip-flops.

No on-chip crystal oscillator amplifier.

Configuration Bit Stream includes CRC error checking.

Configuration Clock can be increased to >8 MHz.

Configuration Clock is fully static , no constraint on the
maximum Low time.

Readback either ignores flip-flop content (avoids need for
masking) or it takes a snapshot of all flip-flops at the
start of Readback.

Readback has same polarity as Configuration and can be
aborted.

Table 2. Three Generations of Xilinx Field-Programmable Gate Array Families

Parameter XC4025 XC3195A XC2018
Number of flip-flops 2,560 1,320 174
Max number of user /O 256 176 74
Max number of RAM bits 32,768 0 0
Function generators per CLB 3 2 2
Number of logic inputs per CLB 9 5 4
Number of logic outputs per CLB 4 2 2
Number of low-skew global nets 8 2 2
Dedicated decoders yes no no
Fast carry logic yes no no
Internal 3-state drivers yes yes no
Output slew-rate control yes yes no
Power-down option no yes yes
Crystal oscillator circuit no yes yes
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Architectural Overview

The XC4000 families achieve high speed through ad-
vanced semiconductor technology and through improved
architecture, and supports system clock rates of up to 50
MHz. Compared to older Xilinx FPGA families, the XC4000
families are more powerful, offering on-chip RAM and
wide-input decoders. They are more versatile in their
applications, and design cycles are faster due to a combi-
nation of increased routing resources and more sophisti-
cated software. And last, but not least, they more than
double the available complexity, up to the 20,000-gate
level.

The XC4000 families have 16 members, ranging in com-
plexity from 2,000 to 25,000 gates.

Logic Cell Array Families

Xilinx high-density user-programmable gate arrays in-
clude three major configurable elements: configurable
logic blocks (CLBs), input/output blocks (IOBs), and inter-
connections. The CLBs provide the functional elements
for constructing the user’s logic. The IOBs provide the
interface between the package pins and internal signal
lines. The programmable interconnect resources provide
routing paths to connectthe inputs and outputs of the CLBs
and 10Bs onto the appropriate networks. Customized
configuration is established by programming internal static
memory cells that determine the logic functions and inter-
connections implemented in the LCA device.

The first generation of LCA devices, the XC2000 family,
was introduced in 1985. It featured logic blocks consisting
of a combinatorial function generator capable of imple-
menting 4-input Boolean functions and a single storage
element. The XC2000 family has two members ranging in
complexity from 800 to 1500 gates.

In the second-generation XC3000A LCA devices, intro-
ducedin 1987, the logic block was expanded to implement
wider Boolean functions and to incorporate a second flip-
flop in each logic block. Today, the XC3000 devices range
in complexity from 1,300 to 10,000 usable gates. They
have a maximum guaranteed toggle frequency ranging
from 70 to 270 MHz, equivalent to maximum system clock
frequencies of up to 80 MHz.

The third generation of LCA devices further extends this
architecture with a yet more powerful and flexible logic
block. I/O block functions and interconnection options
have also been enhanced with each successive genera-
tion, further extending the range of applications that can be
implemented with an LCA device.

This third-generation architecture forms the basis of the
XC4000 families of devices that feature logic densities up
to 25,000 usable gates and support system clock rates of

up to 50 MHz. The use of an advanced, sub-micron CMOS
process technology as well as architectural improvements
contribute to this increase in FPGA capabilities. However,
achieving these high logic-density and performance levels
also requires new and more powerful automated design
tools. IC and software engineers collaborated during the
definition of the third-generation LCA architecture to meet
an important performance goal — an FPGA architecture
and companion design tools for completely automatic
placement and routing of 95% of all designs, plus a
convenient way to complete the remaining few designs.

Configurable Logic Blocks

A number of architectural improvements contribute to the
increased logic density and performance levels of the
XC4000 families. The most important one is a more
powerful and flexible CLB surrounded by a versatile set of
routing resources, resulting in more “effective gates per
CLB.” The principal CLB elements are shown in Figure 1.
Each new CLB also packs a pair of flip-flops and two
independent 4-input function generators. The two function
generators offer designers plenty of flexibility because
most combinatorial logic functions need less than four
inputs. Consequently, the design-software tools can deal
with each function generator independently, thus improv-
ing cell usage.

Thirteen CLB inputs and four CLB outputs provide access
to the function generators and flip-flops. More than double
the number available in the XC3000 families, these inputs
and outputs connect to the programmable interconnect
resources outside the block. Four independent inputs are
provided to each of two function generators (F1 — F4 and
G1 - G4). These function generators, whose outputs are
labeled F' and G', are each capable of implementing any
arbitrarily defined Boolean function of their four inputs. The
function generators are implemented as memory look-up
tables; therefore, the propagation delay is independent of
the function being implemented. A third function genera-
tor, labeled H', can implement any Boolean function of its
three inputs: F' and G' and a third input from outside the
block (H1). Signals from the function generators can exit
the CLB on two outputs; F' or H' can be connected to the
X output, and G' or H' can be connected to the Y output.
Thus, a CLB can be used to implement any two independ-
ent functions of up-to-four variables, or any single function
of five variables, or any function of four variables together
with some functions of five variables , or it can implement
even some functions of up to nine variables. Implementing
wide functions in a single block reduces both the number
of blocks required and the delay in the signal path, achiev-
ing both increased density and speed.

The two storage elements in the CLB are edge-triggered
D-type flip-flops with common clock (K) and clock enable
(EC) inputs. A third common input (S/R) can be pro-
grammed as either an asynchronous set or reset signal
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Figure 1. Simplified Block Diagram of XC4000-Families Configurable Logic Block

independently for each of the two registers; this input also
can be disabled for either flip-flop. A separate global Set/
Reset line (not shown in Figure 1) sets or clears each
register during power-up, reconfiguration, or when a dedi-
cated Reset net is driven active. This Reset net does not
compete with other routing resources; it can be connected
to any package pin as a global reset input.

Each flip-flop can be triggered on either the rising or falling
clock edge. The source of a flip-flop data input is program-
mable: it is driven either by the functions F', G', and H', or
the Direct In (DIN) block input . The flip-flops drive the XQ
and YQ CLB outputs.

In addition, each CLB F' and G' function generator con-
tains dedicated arithmetic logic for the fast generation of
carry and borrow signals, greatly increasing the efficiency

and performance of adders, subtracters, accumulators,
comparators and even counters.

Multiplexers in the CLB map the four control inputs, la-
beled C1 through C4 in Figure 1, into the four internal
control signals (H1, DIN, S/R, and EC) in any arbitrary
manner.

The flexibility and symmetry of the CLB architecture facili-
tates the placement and routing of a given application.
Since the function generators and flip-flops have inde-
pendent inputs and outputs, each can be treated as a
separate entity during placement to achieve high packing
density. Inputs, outputs, and the functions themselves can
freely swap positions within a CLB to avoid routing conges-
tion during the placement and routing operation.

2-10
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Speed Is Enhanced Two Ways

Delaysin LCA-based designs are layout dependent. While
this makes it hard to predict a worst-case guaranteed
performance, there is a rule of thumb designers can
consider — the system clock rate should not exceed one
third to one half of the specified toggle rate. Critical
portions of a design, shift registers and simple counters,
can run faster — approximately two thirds of the specified
toggle rate.

The XC4000 family can run at synchronous system clock
rates of up to 60 MHz. This increase in performance over
the previous families stems from two basic improve-
ments: improved architecture and more abundant routing
resources.

Improved Architecture

More Inputs : The versatility of the CLB function genera-
tors improves system speed significantly. Table 3 shows
how the XC4000 families implement many functions more
efficiently and faster than is possible with XC3000 devices.
A 9-bit parity checker, for example, can be implemented in
one CLB with a propagation delay of 7 ns. Using a
XC3000-family device, the same function requires two
CLBs with a propagation delay of 2 x 5.5 ns = 11 ns. One
XC4000 CLB can determine whether two 4-bit words are
identical, again with a 7-ns propagation delay. The ninth
input can be used for simple ripple expansion of this
identity comparator (25.5 ns over 16 bits, 51.5 ns over
32 bits), or a 2-layer identity comparator can generate the
result of a 32-bit comparisonin 15 ns, at the cost of a single
extra CLB. Simpler functions like multiplexers also benefit
from the greater flexibility of the XC4000-families CLB. A
16-input multiplexer uses 5 CLBs and has a delay of only
13.5ns.

More Outputs: The CLB can pass the combinatorial
output(s) to the interconnect network, but can also store
the combinatorial result(s) or otherincoming datain one or
two flip-flops, and connect their outputs to the interconnect

network as well. With XC3000-families CLBs the designer
has to make a choice, either output the combinatorial
function or the stored value. In the XC4000 families, the flip
flops can be used as registers or shift registers without
blocking the function generators from performing a differ-
ent, perhaps unrelated task. This increases the functional
density of the devices.

When a function generator drives a flip-flop in a CLB, the
combinatorial propagation delay overlaps completely with
the set-up time of the flip-flop. The set-up time is specified
between the function generator inputs and the clock input.
This represents a performance advantage over competing
technologies where combinatorial delays must be added
to the flip-flop set-up time.

Fast Carry: As described earlier, each CLB includes high-
speed carry logic that can be activated by configuration.
The two 4-input function generators can be configured as
a 2-bit adder with built-in hidden carry that can be ex-
panded to any length. This dedicated carry circuitry is so
fast and efficient that conventional speed-up methods like
carry generate/propagate are meaningless even at the
16-bit level, and of marginal benefit at the 32-bit level.

A 16-bitadder requires nine CLBs and has a combinatorial
carry delay of 20.5 ns. Compare that to the 30 CLBs and
50 ns, or 41 CLBs and 30 ns in the XC3000 family.

The fast-carry logic opens the door to many new applica-
tions involving arithmetic operation, where the previous
generations of FPGAs were not fast and/or not efficient
enough. High-speed address offset calculations in micro-
processor or graphics systems, and high-speed addition in
digital signal processing are two typical applications.

Faster and More Efficient Counters:  The XC4000-fami-
lies fast-carry logic puts two counter bits into each CLB and
runs them at a clock rate of up to 42 MHz for 16 bits,
whether the counters are loadable or not. For a 16-bit

Table 3. Density and Performance for Several Common Circuit Functions

XC3000 (-125) XC4000 (-5)

16-bit Decoder From Input Pad 15ns 4 CLBs 12 ns 0 CLBs
24-bit Accumulator 17 MHz 46 CLBs 32 MHz 13 CLBs
State Machine Benchmark* 18 MHz 34 CLBs 30 MHz 26 CLBs
16:1 Multiplexer 16 ns 8 CLBs 16 ns 5 CLBs
16-bit Unidirectional Max Density 20 MHz 16 CLBs 40 MHz 8 CLBs
Loadable Counter Max Speed 34 MHz 23 CLBs 42 MHz 9 CLBs
16-bit U/D Counter Max Density 20 MHz 16 CLBs 40 MHz 8 CLBs
Max Speed 30 MHz 27 CLBs 40 MHz 8 CLBs

16-bit Adder Max Density 50 ns 30 CLBs 20.5ns 9 CLBs
Max Speed 30 ns 41 CLBs 20.5ns 9 CLBs

* 16 states, 40 transitions, 10 inputs, 8 outputs

2-11
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Figure 2. Fast Carry Logic in Each CLB

up/down counter, this means twice the speed in half the
number of CLBs, compared with the XC3000 families.

Pipelining Speeds Up The System: The abundance of
flip-flops in the CLBs invites pipelined designs. This is a
powerful way of increasing performance by breaking the
function into smaller subfunctions and executing them
in parallel, passing on the results through pipeline flip-
flops. This method should be seriously considered wher-
ever total performance is more important than simple
through-delay.

Wide Edge Decoding: For years, FPGAs have suffered
from the lack of wide decoding circuitry. When the address
or datafield is wider than the function generator inputs (five
bits in the XC3000 families), FPGAs need multi-level
decoding and are thus slower than PALs. The XC4000-
family CLBs have nine inputs; any decoder of up to nine
inputs is, therefore, compact and fast. But, there is also a
need for much wider decoders, especially for address
decoding in large microprocessor systems. The XC4000
family has four programmable decoders located on each
edge of each device. Each of these wired-AND gates is
capable of accepting up to 42 inputs on the XC4005 and 72
on the XC4013. These decoders may also be split in two
when a large number of narrower decoders are required
for a maximum of 32 per device. These dedicated decod-
ers accept I/O signals and internal signals as inputs and
generate adecoded internal signalin 18 ns, pin-to-pin. The
XC4000A family has only two decoder AND gates per
edge which, when split provide a maximum of 16 per
device. Very large PALs can be emulated by ORing the

decoder outputs in a CLB. This decoding feature covers
what has long been considered a weakness of FPGAs.
Users often resorted to external PALs for simple but fast
decoding functions. Now, the dedicated decoders in the
XC4000 can implement these functions efficiently and
fast.

Higher Output Current: The 4-mA maximum output
current specification of today’s FPGAs often forces the
user to add external buffers, cumbersome especially on
bidirectional I/O lines. The XC4000 families solve many of
these problems by increasing the maximum output sink
current to 12 mA. Two adjacent outputs may be intercon-
nected to increase the output sink current to 24 mA. The
FPGA can thus drive short buses on a pc board. The
XC4000A and XC4000H outputs can sink 24 mA per
output and can double up for 48 mA.

While the XC2000 and XC3000 families used complemen-
tary output transistors, the XC4000 outputs are n-channel
for both pull-down and pull-up, somewhat analogous to the
classical totem pole used in TTL. The reduced output High
level (VOH) makes circuit delays more symmetrical for
TTL-threshold systems. The XC4000H outputs have an
optional p-channel output transistor.

Abundant Routing Resources

Connections between blocks are made by metal lines with
programmable switching points and switching matrices.
Compared to the previous LCA families, these routing
resources have been increased dramatically. The number
of globally distributed signals has been increased from two
to eight, and these lines have access to any clock or logic
input. The designer of synchronous systems can now
distribute not only several clocks, but also control signals,
all over the chip, without having to worry about any skew.

There are more than twice as many horizontal and vertical
Longlines that can carry signals across the length or width
of the chip with minimal delay and negligible skew.The
horizontal Longlines can be driven by 3-state buffers, and
can thus be used as unidirectional or bidirectional data
buses; or they can implement wide multiplexers or wired-
AND functions.

Single-length lines connect the switching matrices that are
located at every intersection of a row and a column of
CLBs. These lines provide the greatest interconnect flexi-
bility, but cause a delay whenever they go through a
switching matrix. Double-length lines bypass every other
matrix, and provide faster signal routing over intermediate
distances.

Compared to the XC3000 family, the XC4000 families
have more than double the routing resources, and they are
arranged in a far more regular fashion. In older devices,
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inputs could not be driven by all adjacent routing lines. In
the XC4000 families, these constraints have been largely
eliminated. This makes it easier for the software to com-
plete the routing of complex interconnect patterns.

Chip architects and software designers worked closely
together to achieve a solution that is not only inherently
powerful, but also easy to utilize by the software-driven
design tools for Partitioning, Placement and Routing. The
goal was to provide automated push-button software tools
that complete almost all designs, even large and dense
ones, automatically, without operator assistance. Butthese
tools will still give the designer the option to getinvolved in
the partitioning, placement and, to a lesser extent, even
the routing of critical parts of the design, if that is needed
to optimize the performance.

On-Chip Memory

The XC4000, XC4000A and XC4000H family devices are
the first programmable logic devices with RAM accessible
to the user.

An optional mode for each CLB makes the memory look-
up tables in the F' and G' function generators usable as
either a 16 x 2 or 32 x 1 bit array of Read/Write memory
cells (Figure 3). The F1-F4 and G1-G4 inputs to the
function generators act as address lines, selecting a
particular memory cell in each look-up table. The function-
ality of the CLB control signals change in this configura-
tion; the H1, DIN, and S/R lines become the two data inputs
and the Write Enable (WE) input for the 16 x 2 memory.
When the 32 x 1 configuration is selected, D1 acts as the
fifth address bit and DO is the data input. The contents of
the memory cell(s) being addressed are available at the F'
and G' function-generator outputs, and can exit the CLB
through its X and Y outputs, or can be pipelined using the
CLB flip-flop(s).

Configuring the CLB function generators as Read/Write
memory does not affect the functionality of the other
portions of the CLB, with the exception of the redefinition
of the control signals. The H' function generator can be
used to implement Boolean functions of F', G',and D1, and
the D flip-flops can latch the F', G', H', or DO signals.

The RAMs are very fast; read access is the same as logic
delay, about 5.5 ns; write time is about 8 ns; both are
several times faster than any off-chip solution. Such dis-
tributed RAM is a hovel concept, creating new possibilities
in system design: registered arrays of multiple accumula-
tors, status registers, index registers, DMA counters, dis-
tributed shift registers, LIFO stacks, and FIFO buffers. The
data path of a 16-byte FIFO uses four CLBs for storage,
and six CLBs for address counting and multiplexing (Fig-
ure 4). With 32 storage locations per CLB, compared to two
flip-flops per CLB, the cost of intelligent distributed memory
has been reduced by a factor of 16.
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Figure 3. CLB Function Generators Can Be Used as
Read/Write Memory Cells

Input/Output Blocks (I0Bs), XC4000 and XC4000A
Families (for XC4000H family, see page 2-82)
User-configurable 10Bs provide the interface between
external package pins and the internal logic (Figure 5).
Each 10B controls one package pin and can be defined for
input, output, or bidirectional signals.

Two paths, labeled 11 and 12, bring input signals into the
array. Inputs are routed to an input register that can be
programmed as either an edge-triggered flip-flop or a
level-sensitive transparent latch. Optionally, the data input
to the register can be delayed by several nanoseconds to
compensate for the delay on the clock signal, that first must
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Figure 4. 16-byte FIFO
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passthrough a global buffer before arriving atthe IOB. This
eliminates the possibility of a data hold-time requirement
at the external pin. The 11 and 12 signals that exit the block
can each carry either the direct or registered input signal.

Output signals can be inverted or not inverted, and can
pass directly to the pad or be stored in an edge-triggered
flip-flop. Optionally, an output enable signal can be used to
place the output buffer in a high-impedance state, imple-
menting 3-state outputs or bidirectional I/O. Under con-
figuration control, the output (OUT) and output enable
(OE) signals can be inverted, and the slew rate of the
output buffer can be reduced to minimize power bus
transients when switching non-critical signals. Each
XC4000-families output buffer is capable of sinking 12 mA,
two adjacent output buffers can be wire-ANDed externally
to sink up to 24 mA. In the XC4000A and XC4000H
families, each output buffer can sink 24 mA.

There are a number of other programmable options in the
IOB. Programmable pull-up and pull-down resistors are
useful for tying unused pins to V¢ or ground to minimize
power consumption. Separate clock signals are provided
for the input and output registers; these clocks can be
inverted, generating either falling-edge or rising-edge trig-
gered flip-flops. As is the case with the CLB registers, a
global set/reset signal can be used to set or clear the input
and output registers whenever the RESET net is active.

Embedded logic attached to the IOBs contains test struc-
tures compatible with IEEE Standard 1149.1 for boundary-
scan testing, permitting easy chip and board-level testing.

Programmable Interconnect

All internal connections are composed of metal segments
with programmable switching points to implement the
desired routing. An abundance of different routing re-
sources is provided to achieve efficient automated routing.
The number of routing channels is scaled to the size of the
array; i.e., it increases with array size.

In previous generations of LCAs, the logic-block inputs
were located on the top, left, and bottom of the block;
outputs exited the block on the right, favoring left-to-right
data flow through the device. For the third-generation
family, the CLB inputs and outputs are distributed on all
four sides of the block, providing additional routing flexibil-
ity (Figure 6). In general, the entire architecture is more
symmetrical and regular than that of earlier generations,
and is more suited to well-established placement and
routing algorithms developed for conventional mask- pro-
grammed gate-array design.

There are three main types of interconnect, distinguished
by the relative length of their segments: single-length lines,
double-length lines, and Longlines. Note: The number of
routing channels shown in Figures 6 and 9 are for illustra-
tion purposes only; the actual number of routing channels
varies with array size. The routing scheme was designed
for minimum resistance and capacitance of the average
routing path, resulting in significant performance improve-
ments.

The single-length lines are a grid of horizontal and vertical
lines that intersect at a Switch Matrix between each block.
Figure 6 illustrates the single-length interconnect lines
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Figure 5. XC4000 and XC4000A Families
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Figure 6. Typical CLB Connections to Adjacent
Single-Length Lines
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surrounding one CLB in the array. Each Switch Matrix
consists of programmable n-channel passtransistors used
to establish connections between the single-length lines
(Figure 7). For example, a signal entering on the right side
of the Switch Matrix can be routed to a single-length line on
the top, left, or bottom sides, or any combination thereof,
if multiple branches are required. Single-length lines are
normally used to conduct signals within a localized area
and to provide the branching for nets with fanout greater
than one.

Compared to the previous generations of LCA archi-
tectures, the number of possible connections through the
Switch Matrix has been reduced. This decreases capaci-
tive loading and minimizes routing delays, thus increasing
performance. However, a much more versatile set of
connections between the single-length lines and the CLB
inputs and outputs more than compensate for the reduc-
tion in Switch Matrix options, resulting in overall increased
routability.

The function generator and control inputs to the CLB (F1-
F4, G1-G4, and C1-C4) can be driven from any adjacent
single-length line segment (Figure 6). The CLB clock (K)
input can be driven from one-half of the adjacent single-
length lines. Each CLB output can drive several of the
single-length lines, with connections to both the horizontal
and vertical Longlines.

The double-length lines (Figure 8) consist of a grid of metal
segments twice as long as the single-length lines; i.e, a
double-length line runs past two CLBs before entering a
Switch Matrix. Double-length lines are grouped in pairs
with the Switch Matrices staggered so that each line goes
through a Switch Matrix at every other CLB location in that
row or column. As with single-length lines, all the CLB
inputs except K can be driven from any adjacent double-
length line, and each CLB output can drive nearby double-
length lines in both the vertical and horizontal planes.
Double-length lines provide the most efficient imple-
mentation of intermediate length, point-to-point inter-
connections.

Six Pass Transistors
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Figure 7. Switch Matrix
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Figure 8. Double-Length Lines

Longlines form a grid of metal interconnect segments that
run the entire length or width of the array (Figure 9).
Additional vertical longlines can be driven by special global
buffers, designed to distribute clocks and other high fanout
control signals throughout the array with minimal skew.
Longlines are intended for high fan-out, time-critical signal
nets. Each Longline has a programmable splitter switch at
its center, that can separate the line into two independent
routing channels, each running half the width or height of
the array. CLB inputs can be driven from a subset of the
adjacent Longlines; CLB outputs are routed to the Lon-
glines via 3-state buffers or the single-length intercon-
nected lines.
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Communication between Longlines and single-length lines
is controlled by programmable interconnect points at the
line intersections. Double-length lines do not connect to
other lines.

Three-State Buffers

A pair of 3-state buffers, associated with each CLB in the
array, can be used to drive signals onto the nearest
horizontal Longlines above and below the block. This
feature is also available in the XC3000 generation of LCA
devices. The 3-state buffer input can be driven from any
X, Y, XQ, or YQ output of the neighboring CLB, or from
nearby single-length lines; the buffer enable can come
from nearby vertical single-length or Longlines. Another 3-
state buffer with similar access is located near each 1/0
block along the right and left edges of the array. These
buffers can be used to implement multiplexed or bidirec-
tional buses on the horizontal Longlines. Programmable
pull-up resistors attached to both ends of these Longlines
help to implement a wide wired-AND function.

Special Longlines running along the perimeter of the array
can be usedto wire-AND signals coming from nearby IOBs
or from internal Longlines.

Taking Advantage of Reconfiguration

LCA devices can be reconfigured to change logic function
while resident in the system. This gives the system de-
signer a new degree of freedom, not available with any
other type of logic. Hardware can be changed as easily as
software. Design updates or modifications are easy. An
LCA device can even be reconfigured dynamically to
perform different functions at differenttimes. Reconfigurable
logic can be used to implement system self diagnostics,
create systems capable of being reconfigured for different
environments or operations, or implement dual-purpose
hardware for a given application. As an added benefit, use
of reconfigurable LCA devices simplifies hardware design
and debugging and shortens product time-to-market.

Development System

The powerful features of the XC4000 device families
require an equally powerful, yet easy-to-use set of devel-
opment tools. Xilinx provides an enhanced version of the
Xilinx Automatic CAE Tools (XACT) optimized for the
XC4000 families.

As with other logic technologies, the basic methodology for
XC4000 FPGA design consists of three inter-related steps:
entry, implementation, and verification. Popular ‘generic’
tools are used for entry and simulation (for example,
Viewlogic System’s ViewDraw schematic editor and
ViewSim simulator), but architecture-specific tools are
needed for implementation.

All Xilinx development system software is integrated under
the Xilinx Design Manager (XDM), providing designers

with a common user interface regardless of their choice of
entry and verification tools. XDM simplifies the selection of
command-line options with pull-down menus and on-line
help text. Application programs ranging from schematic
capture to Partitioning, Placement, and Routing (PPR) can
be accessed from XDM, while the program-command
sequence is generated and stored for documentation prior
to execution. The XMAKE command, a design compilation
utility, automates the entire implementation process, auto-
matically retrieving the design’s input files and performing
all the steps needed to create configuration and report
files.

Several advanced features of the XACT system facilitate
XC4000 FPGA design. The MEMGEN utility, a memory
compiler, implements on-chip RAM within an XC4000
FPGA. Relationally Placed Macros (RPMs) — schematic-
based macros with relative locations constraints to guide
their placement within the FPGA — help ensure an opti-
mized implementation for common logic functions. XACT-
Performance, a feature of the Partition, Place, and Route
(PPR) implementation program, allows designers to enter
their exact performance requirements during design entry,
at the schematic level.

Design Entry

Designs can be entered graphically, using schematic-
capture software, or in any of several text-based formats
(such as Boolean equations, state-machine descriptions,
and high-level design languages).

Xilinx and third-party CAE vendors have developed library
and interface products compatible with a wide variety of
design-entry and simulation environments. A standard
interface-file specification, XNF (Xilinx Netlist File), is
provided to simplify file transfers into and out of the XACT
development system.

Xilinx offers XACT development system interfaces to the
following design environments.

Viewlogic Systems (ViewDraw, ViewSim)

Mentor Graphics V7 and V8 (NETED, Quicksim,
Design Architect, Quicksim I1)

OrCAD (SDT, VST)

Synopsys (Design Compiler, FPGA Compiler)
Xilinx-ABEL

X-BLOX

Many other environments are supported by third-party
vendors. Currently, more than 100 packages are sup-
ported.

The schematic library for the XC4000 FPGA reflects the
wide variety of logic functions that can be implemented in
these versatile devices. The library contains over 400
primitives and macros, ranging from 2-input AND gates to
16-bit accumulators, and including arithmetic functions,
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comparators, counters, data registers, decoders, encod-
ers, I/O functions, latches, Boolean functions, RAM and
ROM memory blocks, multiplexers, shift registers, and
barrel shifters.

Designing with macros is as easy as designing with
standard SSI/MSI functions. The ‘soft macro’ library con-
tains detailed descriptions of common logic functions, but
does not contain any partitioning or routing information.
The performance of these macros depends, therefore, on
how the PPR software processes the design. Relationally
Placed Macros (RPMs), on the other hand, do contain pre-
determined partitioning and relative placement informa-
tion, resulting in an optimized implementation for these
functions. Users can create their own library elements —
either soft macros or RPMs — based on the macros and
primitives of the standard library.

X-BLOX is a graphics-based high-level description lan-
guage (HDL) that allows designers to use a schematic
editor to enter designs as a set of generic modules. The X-
BLOX compiler optimizes the modules for the target de-
vice architecture, automatically choosing the appropriate
architectural resources for each function.

The XACT design environment supports hierarchical de-
sign entry, with top-level drawings defining the major
functional blocks, and lower-level descriptions defining the
logic in each block. The implementation tools automati-
cally combine the hierarchical elements of a design. Differ-
ent hierarchical elements can be specified with different
design entry tools, allowing the use of the most convenient
entry method for each portion of the design.

Design Implementation

The design implementation tools satisfy the requirement
for an automated design process. Logic partitioning, block
placement and signal routing, encompassing the design
implementation process, are performed by the Partition,
Place, and Route program (PPR). The partitioner takes the
logic from the entered design and maps the logic into the
architectural resources of the FPGA (such as the logic
blocks, I/O blocks, 3-state buffers, and edge decoders).
The placer then determines the best locations for the
blocks, depending on their connectivity and the required
performance. The router finally connects the placed blocks
together. The PPR algorithms result in the fully automatic
implementation of most designs. However, for demanding
applications, the user may exercise various degrees of
control over the automated implementation process. Op-
tionally, user-designated partitioning, placement, and rout-
ing information can be specified as part of the design entry
process. The implementation of highly-structured designs
can greatly benefitfrom the basic floorplanning techniques
familiar to designers of large gate arrays.

The PPR program includes XACT-Performance, a feature
that allows designers to specify the timing requirements

along entire paths during design entry. Timing path analy-
sis routines in PPR then recognize and accommodate the
user-specified requirements. Timing requirements can be
entered on the schematic in a form directly relating to the
system requirements (such as the targeted minimum clock
frequency, or the maximum allowable delay on the data
path between two registers). So, while the timing of each
individual netis not predictable (nor does it need to be), the
overall performance of the system along entire signal
paths is automatically tailored to match user-generated
specifications.

The automated implementation tools are complemented
by the XACT Design Editor (XDE), an interactive graphics-
based editor that displays a model of the actual logic and
routing resources of the FPGA. XDE can be used to
directly view the results achieved by the automated tools.
Modifications can be made using XDE; XDE also performs
checks for logic connectivity and possible design-rule
violations.

Design Verification

The high development cost associated withcommon mask-
programmed gate arrays necessitates extensive simula-
tion to verify a design. Due to the custom nature of masked
gate arrays, mistakes or last-minute design changes can-
not be tolerated. A gate-array designer must simulate and
test all logic and timing using simulation software. Simula-
tion describes what happensin a system under worst-case
situations. However, simulation is tedious and slow, and
simulation vectors must be generated. A few seconds of
system time can take weeks to simulate.

Programmable-gate-array users, however, can use in-
circuit debugging techniques in addition to simulation.
Because Xilinx devices are reprogrammable, designs can
be verified in the system in real time without the need for
extensive simulation vectors.

The XACT development system supports both simulation
and in-circuit debugging techniques. For simulation, the
system extracts the post-layout timing information from
the design database. This data can then be sent to the
simulator to verify timing-critical portions of the design.
Back-annotation — the process of mapping the timing
information back into the signal names and symbols of the
schematic — eases the debugging effort.

For in-circuit debugging, XACT includes a serial download
and readback cable (XChecker) that connects the device
in the system to the PC or workstation through an RS232
serial port. The engineer can download a design or a
design revision into the system for testing. The designer
can also single-step the logic, read the contents of the
numerous flip-flops on the device and observe internal
logic levels. Simple modifications can be downloaded into
the system in a matter of minutes.
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The XACT system also includes XDelay, a static timing
analyzer. XDelay examines a design’s logic and timing to
calculate the performance along signal paths, identify pos-
sible race conditions, and detect set-up and hold-time
violations. Timing analyzers do not require that the user
generate input stimulus patterns or test vectors.

Summary

The result of eight years of FPGA design experience and
feedback from thousands of customers, the XC4000 families
combine architectural versatility, on-chip RAM, increased
speed and gate complexity with abundant routing resources
and new, sophisticated software to achieve fully automated
implementation of complex, high-performance designs.

7400 Equivalents Barrel Shifters Multiplexers
‘ # of CLBs brishfta 4 m2-le 1
138 5 brishfts 13 m4-1le 1
139 2 rs ms-1le 3
12; g 4-Bit Counters mi6-1e >
150 5 cd4ce 3 Registers
‘151 3 cd4cle 5
'152 3 cddrle 6 rggr 2
‘153 2 rd8r 4
. cb4ce 3 rd16r 8
igé 1623 cb4cle 6
‘158 2 cbare 5 Shift Registers
122 g 8- and 16-Bit Counters sr8ce 4
‘162 8 ch8ce 6 sriére 8
‘163 8 cbh8re 10
‘164 4 ccléece 10 RAMs
‘165s 9 cclécle 11 ram 16x4 2
‘166 5 cclécled 21
'168 7 . Explanation of counter nomenclature
‘174 3 Identity Comparators
194 5 cb = binary counter
‘195 3 comp4 1 cd = BCD counter
‘280 3 comp8 2 cc = cascadable binary counter
‘283 8 compl6 S d = bidirectional
‘298 2 . | = loadable
352 5 Magnitude Comparators x = cascadable
‘390 3 compm4 4 e = clock enable
‘518 3 compm8 9 r = synchronous reset
‘521 3 compm16 20 ¢ = asynchronous clear
Decoders
d2-4e 2
d3-8e 4
d4-16e 16

Figure 10. CLB Count of Selected XC4000 Soft Macros
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Detailed Functional Description

XC4000 and XC4000A Input/Output Blocks

(For XC4000H family, see page 2-82)

The 10B forms the interface between the internal logic and
the 1/0 pads of the LCA device. Under configuration con-
trol, the output buffer receives either the logic signal (.out)
routed fromthe internallogic to the IOB, or the complement
of this signal, or this same data after it has been clocked
into the output flip-flop.

As a configuration option, each flip-flop (CLB or IOB) is
initialized as either set or reset, and is also forced into this
programmable initialization state whenever the global Set/
Reset net is activated after configuration has been com-
pleted. The clock polarity of each 10B flip-flop can be
configured individually, as can the polarity of the 3-state
control for the output buffer.

Each output buffer can be configured to be either fast or
slew-rate limited, which reduces noise generation and
ground bounce. Each I/O pin can be configured with either
an internal pull-up or pull down resistor, or with no internal
resistor. Independent of this choice, each IOB has a pull-
up resistor during the configuration process.

The 3-state output driver uses a totem pole n-channel
output structure. Vo is one n-channel threshold lower
than Vcc, which makes rise and fall delays more
symmetrical.

PerlOB PerlOB PerlOB # Slew
Family Source Sink Pair Sink  Modes
XC4000 4 12 24 2
XC4000A 4 24 48 4
XC4000H 4 24* 48 2

*XC4000H devices can sink only 4 mA configured for SoftEdge mode
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The inputs drive TTL-compatible buffers with 1.2-V input
threshold and a slight hysteresis of about 300 mV. These
buffers drive the internal logic as well as the D-input of the
input flip-flop.

Under configuration control, the set-up time of this flip-flop
can be increased so that normal clock routing does not
result in a hold-time problem. Note that the input flip-flop
set-up time is defined between the data measured at the
device I/O pin and the clock input at the IOB. Any clock
routing delay must, therefore, be subtracted from this set-
up time to arrive at the real set-up time requirement on the
device pins. A short specified set-up time might, therefore,
result in a negative set-up time at the device pins, i.e. a
hold-time requirement, which is usually undesirable. The
default long set-up time can tolerate more clock delay
without causing a hold-time requirement. For faster input
register setup time, with non-zero hold, attacha"NODELAY"
property to the flip-flop. The exact method to accomplish
this depends on the design entry tool.

The input block has two connections to the internal logic,
I1 and 12. Each of these is driven either by the incoming
data, by the master or by the slave of the input flip-flop.

Wide Decoders

The periphery of the chip has four wide decoder circuits at
each edge (two in the XC4000A). The inputs to each
decoder are any of the 11 signals on that edge plus one
local interconnect per CLB row or column. Each decoder
generates High output (resistor pull-up) when the AND
condition of the selected inputs, or their complements, is
true. This is analogous to the AND term in typical PAL
devices. Each decoder can be split at its center.

The decoder outputs can drive CLB inputs so they can be
combined with other logic, or to form a PAL-like AND/OR
structure. The decoder outputs can also be routed directly
to the chip outputs. For fastest speed, the output should be
on the same chip edge as the decoder.

INTERCONNECT

[o):} 10B

11 11

A c B

O O O
( C) ...
(A*B+C)...
(A B C)...
(A B C)..

X2627

Figure 12. Example of Edge Decoding. Each row or column of
CLBs provide up to three variables (or their complements)

Configurable Logic Blocks

Configurable Logic Blocks implement most of the logic in
an LCA device. Two 4-input function generators (F and G)
offer unrestricted versatility. A third function generator (H)
can combine the outputs of F and G with a ninth input
variable, thus implementing certain functions of up to nine
variables, like parity check or expandable-identity com-
parison of two sets of four inputs.

The four control inputs C1 through C4 can each generate
any one of four logic signals, used in the CLB.

¢ Enable Clock, Asynchronous Preset/Reset, DIN, and
H1, when the memory function is disabled, or

Enable Clock, Write Enable, DO, and D1, when the
memory function is enabled.

Since the function-generator outputs are brought outinde-
pendently of the flip-flop outputs, and DIN and H1 can be
used as direct inputs to the two flip-flops, the two combina-
torial and the two sequential functions in the CLB can be
used independently. This versatility increases logic den-
sity and simplifies routing.

The asynchronous flip-flop input can be configured as
either set or reset. This configuration option also deter-
mines the state in which the flip-flops become operational
after configuration, as well as the effect of an externally or
internally applied Set/Reset during normal operation.

Fast Carry Logic

The CLBs can generate the arithmetic-carry output for
incoming operands, and can pass this extra output on to
the next CLB function generator above or below. This
connection is independent of normal routing resources
anditis, presently, only supported by Hard Macros. A later
software release will accommodate Soft Macros and will
permit graphic editing of the fast logic circuitry. This fast
carry logic is one of the most significant improvements in
the XC4000 families, speeding up arithmetic and counting
into the 60-MHz range.

Using Function Generators as RAMs

Using XC4000 devices, the designer can write into the
latches that hold the configuration content of the function
generators. Each function generator can thus be used as
a small Read/Write memory, or RAM. The function gen-
erators in any CLB can be configured in three ways.

¢ Two 16 x 1 RAMs with two data inputs and two data
outputs — identical or, if preferred, different address-
ing for each RAM

One 32 x 1 RAM with one data input and one data
output

One 16 x 1 RAM plus one 5-input function generator
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Figure 14. Fast Carry Logic in Each CLB

Figure 15. CLB Function Generators Can Be Used as
Read/Write Memory Cells
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Boundary Scan

Boundary Scan is becoming an attractive feature that
helps sophisticated systems manufacturers test their PC
boards more safely and more efficiently. The XC4000
family implements IEEE 1149.1-compatible BYPASS,
PRELOAD/SAMPLE and EXTEST Boundary-Scaninstruc-
tions. When the Boundary-Scan configuration option is
selected, three normal user 1/O pins become dedicated
inputs for these functions.

The “bed of nails” has been the traditional method of
testing electronic assemblies. This approach has become
less appropriate, due to closer pin spacing and more
sophisticated assembly methods like surface-mount tech-
nology and multi-layer boards. The IEEE Boundary Scan
standard 1149.1 was developed to facilitate board-level
testing of electronic assemblies. Design and test engi-
neers can imbed a standard test logic structure in their
electronic design. This structure is easily implemented
with the serial and/or parallel connections of a four-pin
interface on any Boundary-Scan-compatible IC. By exer-
cising these signals, the user can serially load commands
and data into these devices to control the driving of their
outputs and to examine their inputs. This is an improve-
ment over bed-of-nails testing. It avoids the need to over-
drive device outputs, and it reduces the user interface to
four pins. An optional fifth pin, a reset for the control logic,
is described in the standard but is not implemented in the
Xilinx part.

The dedicated on-chip logicimplementing the IEEE 1149.1
functions includes a 16-state machine, an instruction reg-
ister and a number of data registers. A register operation
begins with a capture where a set of data is parallel loaded
into the designated register for shifting out. The next state
is shift, where captured data are shifted out while the
desired data are shifted in. Anumber of states are provided
for Wait operations. The last state of a register sequence
is the update where the shifted content of the register is
loaded into the appropriate instruction- or data-holding
register, either for instruction-register decode or for data-
register pin control.

The primary data register is the Boundary-Scan register.
For each IOB pin in the LCA device, it includes three bits
of shift register and three update latches for: in, out and 3-
state control. Non-IOB pins have appropriate partial bit
population for in or out only. Each Extest Capture captures
all available input pins.

The other standard data register is the single flip-flop
bypass register. It resynchronizes data being passed
through a device that need not be involved in the current
scan operation. The LCA device provides two user nets
(BSCAN.SEL1 and BSCAN.SEL2) which are the decodes
of two user instructions. For these instructions, two corre-
sponding nets (BSCAN.TDO1 and BSCAN.TDO?2) allow

user scan data to be shifted outon TDO. The data register
clock (BSCAN.DRCK) is available for control of test logic
which the user may wish to implement with CLBs. The
NAND of TCK and Run-test-idle is also provided
(BSCAN.IDLE).

The XC4000 Boundary Scan instruction set also includes
instructions to configure the device and read back the con-
figuration data.

Table 4. Boundary Scan Instruction

Instruction Test TDO 1/0 Data
L Selected Source Source
0|0 |0 Extest DR DR

0| 0 |1 |Sample/Preload DR Pin/Logic
o110 User 1 TDO1 Pin/Logic
o1 |1 User 2 TDO2 Pin/Logic
1/01]0 Readback Readback Data Pin/Logic
110 |1 Configure DOUT Disabled
1]1]0 Reserved — —
1|11 Bypass Bypass Reg Pin/Logic

X2679
Bit Sequence
The bit sequence within each IOB is: in, out, 3-state.
From a cavity-up (XDE) view of the chip, starting in the
upper right chip corner, the Boundary-Scan data-register
bits have the following order.

Table 5. Boundary Scan Order

Bit 0 ( TDO end) TDO.T
Bit 1 TDO.O
Bit 2

Top-edge I0Bs (Right to Left)

{
{

Left-edge IOBs (Top to Bottom)

MD1.T
MD1.0
MD1.I
MDO.I
MD2.1

{ Bottom-edge IOBs (Left to Right)

{ Right-edge 10Bs (Bottom to Top)

(TDI end) B SCANT.UPD

X6075

The data register also includes the following non-pin bits:
TDO.T, and TDO.I, which are always bits 0 and 1 of the
data register, respectively, and BSCANT.UPD which is
always the last bit of the data register. These three Bound-
ary-Scan bits are special-purpose Xilinx test signals. PRO-
GRAM, CCLK and DONE are not included in the Bound-
ary-Scan register. For more information regarding Bound-
ary Scan, refer to XAPP 017.001, Boundary Scan in
XC4000 Devices.
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Figure 16. XC4000 Boundary Scan Logic.
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Includes three bits of Data Register per 0B, the IEEE 1149.1 Test Access Port
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Interconnects
The XC4000 families use a hierarchy of interconnect
resources.

* General purpose single-length and double-length
lines offer fast routing between adjacent blocks, and
highest flexibility for complex routes, but they incur a
delay every time they pass through a switch matrix.

* Longlines run the width or height of the chip with
negligible delay variations. They are used for signal
distribution over long distances. Some Horizontal
Longlines can be driven by 3-state or open-drain
drivers, and can thus implement bidirectional buses
or wired-AND decoding.

* Global Nets are optimized for the distribution of clock
and time-critical or high-fan-out control signal. Four
pad-driven Primary Global Nets offer shortest delay
and negligible skew. Four pad-driven Secondary
Global Nets have slightly longer delay and more
skew due to heavier loading.

Each CLB column has four dedicated Vertical Longlines,
each of these lines has access to a particular Primary
Global Net, or to any one of the Secondary Global Nets.
The Global Nets avoid clock skew and potential hold-time

[m, u
SECONDARY
// GLOBAL NETS
\\ PRIMARY
GLOBAL NETS
[ u

X1027

Figure 17. XC4000 Global Net Distribution.  Four Lines per
Column; Eight Inputs in the Four Chip Corners.

problems. The user must specify these Global Nets for all
timing-sensitive global signal distribution.

+5V

+5V

% ~5 kQ Z=Dp*Dg*(Dc+Dp)* (De+DF)... -5 kQ

D

Open Drain Buffers Implement a Wired-AND Function.

o ]

When all the buffer
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inputs are High the pull-up resistor(s) provide the High output.

~100 kQ

Z=Dp*A+Dg+B+Dg+C+...+Dn*N

“KEEPER” A B c N

3-State Buffers Implement a Multiplexer.
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The selection is accomplished by the buffer 3-state signal.

gl s

Active High T is Identical to
Active Low Output Enable.

Figure 18. TBUFs Driving Horizontal Longlines.
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Oscillator

An internal oscillator is used for clocking of the power-on
time-out, configuration memory clearing, and as the source
of CCLK in Master modes. This oscillator signal runs at a
nominal 8 MHz and varies with process, Vcc and
temperature between 10 MHz max and 4 MHz min. This
signal is available on an output control net (OSCO) in the
upper right corner of the chip, if the oscillator-run control bit
is enabled in the configuration memory. Two of four
resynchronized taps of the power-on time-out divider are
also available on OSC1 and OSC2. These taps are at the
fourth, ninth, fourteenth and nineteenth bits of the ripple
divider. This can provide output signals of approximately
500 kHz,16 kHz, 490 Hz and 15 Hz.

Special Purpose Pins

The mode pins are sampled prior to configuration to
determine the configuration mode and timing options. After
configuration, these pins can be used as auxiliary connec-
tions: Mode 0 (MDO.l) and Mode 2 (MD2.1) as inputs and
Mode 1 (MD1.0 and MD1.T) as an output. The XACT
development system will not use these resources unless
they are explicitly specified in the design entry. These
dedicated nets are located in the lower left chip corner and
are near the readback nets. This allows convenient routing
if compatibility with the XC2000 and XC3000 family con-
ventions of MO/RT, M1/RD is desired.

Table 6. Configuration Modes

Mode M2 M1 MO CCLK Data

Master Serial 0 O O output Bit-Serial

Slave Serial 1 1 1 input Bit-Serial

Master Parallel up 1 0 O output Byte-Wide, 00000 t
Master Paralleldown 1 1 O output Byte-Wide, 3FFFF!
Peripheral Synchr. 0 1 1 input Byte-Wide
Peripheral Asynchr. 1 0 1 output Byte-Wide
Reserved 0O 1 0 — —

Reserved 0O 0 1 — —

Peripheral Synchronous can be considered Slave Parallel

Configuration

Configuration is the process of loading design-specific
programming data into one or more LCA devices to define
the functional operation of the internal blocks and their
interconnections. This is somewhat like loading the com-
mand registers of a programmable peripheral chip. The
XC4000 families use about 350 bits of configuration data
per CLB and its associated interconnects. Each configura-
tion bit defines the state of a static memory cell that
controls either a function look-up table bit, a multiplexer
input, or an interconnect pass transistor. The XACT devel-
opment system translates the design into a netlist file. It
automatically partitions, places and routes t